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Parametric Knowledge Adaptation ~60min

Semi-Parametric Knowledge Adaptation

Summary, Discussion, QAs
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Method
Loss, mask, algorithm

Workflow
How methods are connected 

with each other

Model Recipe Data Recipe Training Recipe+ =

Quality
How to construct better data

Quantity (Scale)
How to synthesize

Adaptation - Overview
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Adaptation - Overview

Data Recipe:
e.g., Supervised data is expensive, how to 
synthesize more data?

Model Recipe:
e.g., Hyper-parameters: What are the 
important hyper-parameters?

e.g., Training Workflow: How to connect 
with other methods?

Data Acquisition: 
e.g., crawling, quality, quantity, filtering…

Data Mixture: 
e.g., in-domain, general-domain, …

Data Budget: 
e.g., instruction following ~ 1 million; 
preference learning ~ 1 million (often 
overlapping with instruction following 
prompt); reinforcement learning ~ 10-100 
thousand 

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Continual Pre-training 
(CPT)
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CPT – Role

Improves on new knowledge:

CPT is typically used to inject new 
knowledge/capability (e.g., long-context 
adaptation) to the base model and to provide 
good initialization to the subsequent stages

Reinforce similar problems:

CPT involves large amount of unsupervised 
data and could easily cause catastrophic 
forgetting to the base model

Knowledge Transfer Prevent Forgetting

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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CPT – Example Workflow 

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Seed Data (unsupervised)

Next Token Prediction*
(self-supervised)
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*Potentially some modifications (e.g., position embedding modification in long-
context adaptation)



CPT – Example Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Long Text 
(e.g. website, books)

No Special Masking



CPT – Key Considerations

Model Recipe:
Hyper-parameters: What are the 
important hyper-parameters?

Training Workflow: how to connect CPT 
with other methods (e.g., IT, SPL)

Data Source: Where to get the data?

Data Mixture: What should be included to the 
CPT data?

Data Budget: How much data we need?

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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CPT – Key Ideas 
Catastrophic Forgetting (Finance-LLM as an example)

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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In-domain Data alone → forgetting on 
general knowledge

(Knowledge forgetting) 

Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025



CPT – Key Ideas 
Catastrophic Forgetting (Finance-LLM as an example)

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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CPT alone → 
forgetting on general capabilities

(Capabilities forgetting)

Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025

base model = instruction-tuned model 



We find that even small amounts of replay (1% 
of the general domain data) mitigate forgetting
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Data source for new domain: 

Web scrapers (often the largest proportion of data): e.g., Internet

User-provided content (often smaller proportion, but higher-quality): e.g.,. Wikipedia, arXiv,  

Open Publishers (often smaller proportion, but higher-quality): e.g., PubMed, Semantic 
Scholar, Text book

Data source to prevent forgetting (small amount of replay):

Human Verifier Text (small but high-quality): e.g., general supervised tasks

CPT – Key Ideas 
Learn New Knowledge and Mitigate Knowledge Forgetting – Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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CPT – Key Ideas 
Learn New knowledge and Mitigate Knowledge Forgetting – Data 

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025

General Domain data
+ In-domain data



Replay data only addresses the domain knowledge forgetting, but it does not address the 
capabilities (e.g., instruction-following abilities) 

One way is to jointly train CPT and IT to avoid the capabilities forgetting

- Mitigate forgetting
- Encourage transfer (concept learned from CPT naturally shared across tasks)

CPT – Key Ideas 
Learn New knowledge and Mitigate Capabilities Forgetting – Model

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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* Another way could be model merging

A SURVEY ON POST-TRAINING OF LARGE LANGUAGE MODELS, Tie et al., 2025



CPT – Key Ideas 
Other Tips: Learning Rate, Data Curriculum

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025



CPT – Key Ideas 
Other Tips: Learning Rate, Data Curriculum

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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How to Train Long-Context Language Models (Effectively), Gao et al., 2025



CPT – Key Ideas 
Other Tips: Learning Rate, Data Curriculum

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Simple and Scalable Strategies to Continually Pre-train Large Language Models, Ibrahim et al., 2024



CPT – Key Ideas 
Other Tips: Learning Rate, Data Curriculum

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Reuse, Don’t Retrain: A Recipe for Continued Pretraining of Language Models, Parmar et al., 2024



CPT – Key Ideas Summary

Model Recipe:
Learning rate schedule
Data curriculum

Jointly training CPT and IT have been 
shown to be effective

Data Mixture: Wide representative and 
filtering is needed

Data Budget:
New Knowledge ~ 5 million

Prevent Forgetting ~ 5 million

* Filtering can be complicated and involved 
different components (e.g., decontamination..). 

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Opening the Language Model Pipeline: A Tutorial on Data Preparation, Model Training, and Adaptation, NeurIPS 2025



Instruction Tuning
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IT – Role

Adapt base model to specific style of input for 
chat interactions.

Ability to include system prompts, multi-turn 
dialogues, and other chat templates.

Chat Style Adaptation Chat Template Adaptation

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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System prompt

Multi-turn dialogue

Special 
tokens



IT – Example Workflow  

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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A SURVEY ON POST-TRAINING OF LARGE LANGUAGE MODELS, Tie et al., 2025



IT – Example Data 

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Chat Format 
Special Label Masking 

Packing



IT – Key Considerations

Data Recipe:
Supervised data is expensive, how to 
synthesize more data?

Model Recipe:
How should the loss and masking different 
from CPT?

Training Workflow: how to connect with 
other methods

Data Source: Where to get the data?

Data Mixture: What should be included in the 
IT data?

Data Budget: How many data we need?

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Seed: N high-quality (often 
human) prompts

Ask a strong LLM: Create a 
modified version of these 
instructions

Generate completions with 
another (or same) strong 
LLM.

Results: easily 10x more 
synthetic training data

IT – Key Ideas 
Self-instruct / Synthetic data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Alpaca: A Strong, Replicable Instruction-Following Model, Taori et al., 2023

SELF-INSTRUCT: Aligning Language Models with Self-Generated Instructions, Wang et al., 2022
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IT – Key Ideas 
Packing and Label Masking

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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https://github.com/MeetKai/functionary/blob/main/functionary/train/packing



IT – Key Ideas 
Packing and Label Masking

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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How to Train Long-Context Language Models (Effectively), Gao et al., 2025

LIONs: An Empirically Optimized Approach to Align Language Models, Yu et al., 2024

Papers show that packing is helpful



IT – Key Ideas 
Packing and Label Masking

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Masking the tokens of the instruction by 
setting the token labels of the instructions to 
-100

https://www.linkedin.com/pulse/llm-research-insights-instruction-masking-new-lora-

raschka-phd-7p1oc



IT – Key Ideas 
Packing and Label Masking

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025

LIONs: An Empirically Optimized Approach to Align Language Models, Yu et al., 2024

Papers show that label masking is helpful



IT – Key Ideas 
Task Generalization

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Forgetting is less a problem 

Task generalization is the main issue.

Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025



IT – Key Ideas 
Task Generalization

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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A wide variety of representative task to 
promote the task generalization



IT – Key Ideas 
Training Workflow

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Base Model CPT+
IT

E.g., FinDAP

Base Model
CPT

Next Stage
IT

Next Stage

E.g., FinLLM, FinTral (and 
many others)

FinDAP: Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025

FinTral: A Family of GPT-4 Level Multimodal Financial Large Language Models, Bhatia et al., 2024
FinLLM: Open-FinLLMs: Open Multimodal Large Language Models for Financial Applications, Huang et al., 2024



IT – Key Ideas Summary

Data Recipe:
Synthetic data (e.g., self-instruct)

Model Recipe:
Packing and Loss Mask
Training Workflow (e.g., CPT → IT, CPT+IT)

Data Mixture: A wide variety of 
representative to promote task generalization

Data Budget ~ 1 Million

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Synthetic data = text generated by LLM

33



Supervised Preference 
Learning

34



SPL – Role

Style and Chat More Capabilities

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

35

Stronger training influence for style and chat 
capability

Continue building capabilities from 
instruction-tuned model, e.g., reasoning 



SPL – Example Workflow

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Base Model

Seed Data

Sample Score Finetune

RLHF RLAIF
Rule-
based

Preference Learning Loop

36



SPL – Key Considerations

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Data Recipe: e.g., How to construct 
preference

Model Recipe:

Algorithm: How to optimize the preference 
reward?

Training Workflow: how to connect with 
other methods

Data Source: Where to get the data?

Data Mixture: What should be included in the 
PL data?

Data Budget: How many data we need?



SPL – Key Ideas 
DPO – Goal

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

Optimize “reward” inspired 
by human preferences

Constraint the model to not trust the 
reward too much (preferences are 
hard to model)

1. How to implement the reward?

2. How to optimize the reward?

Main Questions:

38



SPL – Key Ideas 
DPO – Preference / Reward modeling

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Chosen Completion

Rejected 
Completion

Prompt

Scores from optimal 
reward model 

Obtaining point-wise Scalar reward of how good response is hard, but 
pairwise preference is easier and works!

Key Idea: Probability ∝ Reward



If we just use gradient ascent on the equation

With some math, we get: Direct Preference Optimization (DPO) 

SPL – Key Ideas 
DPO

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Direct Preference Optimization: Your Language Model is Secretly a Reward Model, Rafailov et al., 2023



Human Preferences (RLHF) vs. LLM-as-a-judge (RLAIF)

Both source of preference data are used extensively

In Frontier Labs:

Human data used extensively as foundation 

Synthetic data used to enhance behaviors (e.g., Constitutional AI)

In Open Research:

Synthetic data dominates (due to price)

SPL – Key Ideas 
RLAIF

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Constitutional AI: Harmlessness from AI Feedbackl, Bai et al., 2022



Key aspects

Diverse model pool for 
completions

Diverse prompt pool

On-policy generations from IT 
checkpoints

SPL – Key Ideas 
A Leading Synthetic Preference Method–UltraFeedback 

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

42

UltraFeedback: Boosting Language Models with Scaled AI Feedback, Cui et al., 2024



First model makes a splash with DPO

Fine-tune from Mistral 7b with UltraFeedback Datasets

Low learning rate (~5E-7) is good for DPO

SPL – Key Ideas 
Representative work with DPO – Zephyr, TuLU 70B….

Footer
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Zephyr: Direct Distillation of LM Alignment, Tunstall, et al., 2023



Final outcome preference

SPL – Key Ideas 
Synthesize Preference Data Focused on Intermediate Preference

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

44

Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025



Final outcome preference

Intermediate outcome preference

Identify and rectify the first erroneous 
step

SPL – Key Ideas 
Synthesize Preference Data Focused on Intermediate Preference

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Demystifying Domain-adaptive Post-training for Financial LLMs, Ke et al., 2025



SPL – Key Ideas Summary

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Data Recipe: Preference construction is often 
from diverse source (e.g., instruction pool, 
model pool) and cover fine-grained 
information (e.g., intermediate preference)

Model Recipe:

Algorithm: most popular: DPO

Training Workflow: usually after CPT and 
IT

Data Source: often partial overlapping with IT

Data Mixture: Can be large scale (e.g., Math, 
Logic, Code, Science, Reasoning..)

Data Budget: ~ 1 million



Coffee Break
(30 Min)
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Reinforcement Learning
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RL – Role

Beyond Human/AI Preference Learn from Mistakes

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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RL methods naturally see both correct and a 
wide range of incorrect solutions. 

This means they can: 

improve targeted capabilities without 
degradation on other out-of-domain 
capabilities

RL as a training objective, learning from 
experience of interacting of the environment

Recently show high-effectiveness



RL – Example Workflow 

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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RL – Key Considerations

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Model Recipe:

Algorithm: How to optimize the reward 
effectively and efficiently?

Training Workflow: how to connect with 
other methods

Data Source: Where to get the data?

Data Mixture: What should be included in the 
RL data?

Data Budget: How many data we need?



RL – Key Ideas 
From DPO to RL 

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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1. How to implement the reward?

2. How to optimize the reward?

Main Questions:

Optimize “reward” inspired 
by human preferences

Constraint the model to not trust the 
reward too much (preferences are 
hard to model)



What if we choose not to use 
pairwise preference but still rely on 
scalar reward

RL – Key Ideas 
From DPO to RL 

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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One popular method is PPO 

(effective but expensive: 4 copies of model)

RL – Key Ideas 
PPO

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Since the scalar reward is hard to get, one 
method is to use verifiable reward (e.g., 
math)

Reward model is also eliminated

RL – Key Ideas 
RL with Verifiable Reward (RLVR)

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Tülu 3: Pushing Frontiers in Open Language Model Post-Training, Lambert et al., 2025



But this is still limited, can we get 
rid of the value model?

The answer to this question leads 
to many RL algorithm variants for 
LLM

RL – Key Ideas 
Can We Get Rid of the Value Model?

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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https://huggingface.co/blog/putting_rl_back_in_rlhf_with_rloo



Core Trick

Value Model = a model (LLM)  that estimates the baseline expected return at each time step (token), 
so we can measure how much better or worse the actual outcome was compared to this expectation 
(this difference is called advantage).

RL – Key Ideas 
Can We Get Rid of the Value Model?

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

57



Core Trick

But, do we need we really need to figure out which token made the reader happy?

Can we just ask “Is the answer good?” If yes → reinforce. No need to slice the blame

RL – Key Ideas 
Can We Get Rid of the Value Model?

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

58

Value attributed to each token → group of tokens (e.g., full response)

Now the value is directly tie to the reward, no value model required to estimate 
expected return at each time step.

Key Innovation:



Action = full response

Advantage = Preference ranking 
across a group

RL – Key Ideas 
GRPO

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Action = full response

Advantage = Leave-One-Out 
reward baseline

RL – Key Ideas 
Another RL Variant: RLOO

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025

60

Reward for the current 
response All other responses in the 

batch



RL – Key Ideas Summary

Training Recipe Seed Data

Ke, Ming, Joty - Adaptation of LLMs Tutorial, NAACL 2025
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Model Recipe:
Algorithm: Value model is eliminated by 
taking group of token as action and define 
advantage based on those group of tokens 
(various across RL algorithms. It is still an 
active research topic)

Training Workflow: usually serve as the 
last method in the workflow (e.g., after 
CPT, IT, and PL)

Data Source: often partial overlapping with IT 

Data Mixture: Can be large scale (e.g., Math, 
Logic, Code, Science, Reasoning..)

Data Budget ~ 10 thousand (recent research 
shows that even a small amount, even just 1-
shot can make a different. Still actively 
research)
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